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什么是知识图谱？
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典型知识图谱



write

head entity tail entityrelation

结构化知识



知识图谱实体与关系

• 知识图谱包括实体与关系
– 节点代表实体
– 连边代表关系

• 事实可以用三元组表示
– (head, relation, tail):

• 代表知识图谱
– WordNet: 语言知识
– Freebase: 世界知识



代表知识图谱
• 语言知识图谱
– WordNet：155, 327个单词，同义词集117,597个，同义

词集之间由22种关系连接
• 事实性知识图谱
– OpenCyc： 23.9万个实体，1.5万个关系属性，209.3万

个事实三元组
– Freebase：4000多万实体，上万个属性关系，24多亿个

事实三元组
– DBpedia：400多万实体，48,293种属性关系，10亿个事

实三元组
– YAGO2  ：980万实体，超过100个属性关系， 1亿多个

事实三元组
– 百度百科：词条数1000万个
– 互动百科：800万词条，5万个分类，68亿文字



代表知识图谱
• 领域知识图谱
– Kinships：描述人物之间的亲属关系，104个实体，

26种关系,  10,800个三元组
– UMLS：医学领域，描述医学概念之间的联系，135

个实体，49种关系，6,800个三元组。
– Cora：2,497个实体，7种关系，39,255个三元组

• 机器自动构建的知识图谱
– NELL： 519万实体，306种关系， 5亿候选三元组
– Knowledge Vault:  4500万实体，4469种关系，2.7亿

三元组



分水岭

1985

Cyc
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WordNet

Wikipedia

高质量数据源
500万概念
多语言

富含丰富语义结构
的文档：
Infobox，table，
list，category…

2005-2010

知网



知识图谱应用：问答系统



知识图谱应用：搜索引擎
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知识图谱应用：自动推理
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知识表示学习
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Yoshua Bengio. Deep Learning of Representations. AAAI 2013 Tutorial.

机器学习 = 数据表示 + 学习目标 + 优化方法



语言表示代表方案
• 1-hot representation: basis of Bag-of-Word 

Model

sun
[0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, …]
[0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, …]

star

sim(star, sun) = 0



语言表示代表方案
• Count-based distributional representation

16/114

Distributional Semantics in a nutshell

Construct vector representations

shining bright trees dark look
stars 38 45 2 27 12

Similarity in meaning as vector similarity

• stars
• sun

• cucumber



分布式表示学习
• Distributed Representation (Word Embeddings)
• 每个词被表示成稠密、实值、低维向量



分布式表示对自然语言处理的意义
• 解决大数据NLP的数据稀疏问题
• 实现跨领域、跨对象的知识迁移
• 提供多任务学习的统一底层表示

19

统一语义空间
词法分析

句法分析

语义分析

词汇

句子

文档

知识



知识表示的挑战
• 知识图谱的典型表示方案
–基于符号表示的三元组（RDF）
–无法有效计算实体间的语义关系

• 解决方案：将知识映射到低维向量空间



TransE: 将关系表示为翻译
• 对每个事实 (head, relation, tail)，将其中的

relation作为从head到tail的翻译操作



TransE: 将关系表示为翻译
• 对每个事实 (head, relation, tail)，将relation作

为从head到tail的翻译操作

优化目标: h + r = t



翻译模型的学习
• 势能函数
–对于真实事实的三元组(h, r, t)，要求h+r=t
–对于错误的三元组则不满足该条件
–定义势能函数

( ) 2
, ,f h r t = + -h r t

f 姚明,出生于,北京 f 姚明,出生于,上海>



翻译模型的学习

( ) 2
, ,f h r t = + -h r t

D

¢D

1, 1, 1£ £ £h r t

[x]+ =max(0,x)

[γ + f (h,r ,t)− f ( ′h ,r , ′t )]+
( ′h ,r , ′t )∈ ′Δ
∑

(h,r ,t )∈Δ
∑

表示知识库中三元组的集合

势能函数

目标函数

表示三元组(h, r, t)负例样本集合

约束条件

其中



评价任务：链接预测

?WALL-E _has_genre



评价任务：链接预测

WALL-E _has_genre Animation
Computer animation
Comedy film
Adventure film
Science Fiction
Fantasy
Stop motion
Satire
Drama
Connecting



链接预测性能比较

Freebase15K



TransE样例

28

Entity Tsinghua_University A.C._Milan
1 University_of_Victoria Inter_Milan
2 St._Stephen's_College,_Delhi Celtic_F.C.
3 University_of_Ottawa FC_Barcelona
4 University_of_British_Columbia Genoa_C.F.C.
5 Peking_University Udinese_Calcio
6 Utrecht_University Real_Madrid_C.F.
7 Dalhousie_University FC_Bayern_Munich
8 Brasenose_College,_Oxford Bolton_Wanderers_F.C.
9 Cardiff_University Borussia_Dortmund
10 Memorial_University_of_Newfoundland Hertha_BSC_Berlin



TransE样例
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Entity China Barack_Obama Apple
1 Japan George_W._Bush Onion
2 Taiwan Nancy_Pelosi Strawberries
3 South_Korea John_Kerry Avocado
4 Argentina Hillary_Rodham_Clinton Pear
5 North_Korea Al_Gore Cabbage
6 Hungary George_H._W._Bush Broccoli
7 Israel John_McCain Egg
8 Australia Colin_Powell Cheese
9 Iceland Bill_Clinton Bread
10 Hong_Kong Charles_B._Rangel Tomato



TransE样例

30

Relation /people/person/nationality /location/location/contains
1 /people/person/places_lived /base/aareas/schema/administrative_area/ad

ministrative_children
2 /people/person/place_of_birth /location/country/administrative_divisions
3 /people/person/spouse_s /location/country/first_level_divisions
4 /base/popstra/celebrity/vacations_in /location/country/capital
5 /government/politician/government

_positions_held
/award/award_nominee/award_nominations

6 /people/deceased_person/place_of_
death

/location/administrative_division/capital

7 /olympics/olympic_athlete/country /location/us_county/county_seat
8 /olympics/olympic_athlete/medals_w

on
/base/aareas/schema/administrative_area/ca
pital

9 /music/artist/origin /location/us_county/hud_county_place
10 /people/person/employment_history /award/award_winner/awards_won



TransE样例
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Head China Barack_Obama
Relation /location/location/adjoin /education/education/institution

1 Japan Harvard_College
2 Taiwan Massachusetts_Institute_of_Technology
3 Israel American_University
4 South_Korea University_of_Michigan
5 Argentina Columbia_University
6 France Princeton_University
7 Philippines Emory_University
8 Hungary Vanderbilt_University
9 North_Korea University_of_Notre_Dame
10 Hong_Kong Texas_A&M_University



TransE样例
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Head Stanford_University Apple Titanic

Relation /education/educational_insti
tution/students_graduates /food/food/nutrients /film/film/genre

1 Steven_Spielberg Lipid War_film
2 Ron_Howard Protein Period_piece
3 Stan_Lee Valine Drama
4 Barack_Obama Tyrosine History
5 Milton_Friedman Serine Biography
6 Walter_F._Parkes Iron Film_adaptation
7 Michael_Cimino Cystine Adventure_Film
8 Gale_Anne_Hurd Pantothenic_acid Action_Film
9 Bryan_Singer Vitamin_A Political_drama
10 Aaron_Sorkin Sugar Costume_drama



知识表示学习的主要挑战

• 复杂关系建模

• 考虑外部信息

• 关系路径建模

33



复杂关系建模

34



复杂关系的建模
• 1-to-N, N-to-1, N-to-N关系
– (USA, _president, Obama)
– (USA, _president, Bush)

35

USA

Obama

_president

Bush
+

≈



复杂关系的建模
• 建立与特定关系有关的实体表示

36

TransH TransR

Wang, et al. (2014). Knowledge graph embedding by translating on hyperplanes. AAAI.
Lin, et al. (2015). Learning entity and relation embeddings for knowledge graph completion. AAAI.



链接预测结果
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Examples
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Head	Entity Titanic
Relation /film/film/genre
Model TransE TransH TransR

1 War_film Drama Costume_drama
2 Period_piece Romance_Film Drama
3 Drama Costume_drama Romance_Film
4 History Film_adaptation Period_piece
5 Biography Period_piece Epic_film
6 Film_adaptation Adventure_Film Adventure_Film
7 Adventure_Film LGBT LGBT
8 Action_Film Existentialism Film_adaptation
9 Political_drama Epic_film Existentialism
10 Costume_drama War_film War_film



Examples

39

Head University_of_Cambridge
Relation /education/education/student
Model TransE TransH TransR

1 John_Cleese Stephen_Fry David_Attenborough
2 Samuel_Beckett David_Attenborough Stephen_Fry
3 Harold_Pinter Ralph_Vaughan_Williams Stephen_Hawking
4 Virginia_Woolf Alan_Bennett Ralph_Vaughan_Williams
5 Graham_Chapman Francis_Bacon Alan_Bennett
6 Philip_Pullman Julian_Fellowes Julian_Fellowes
7 Ian_McEwan Hugh_Bonneville Ernest_Rutherford
8 Douglas_Adams Graham_Chapman Jonathan_Lynn
9 Terry_Gilliam Miriam_Margolyes Tom_Hollander
10 Richard_Dawkins Stephen_Hawking Chris_Weitz



TransSparse
• 实体的语义向量与其语义关系密切相关

• 基于动态稀疏矩阵的语义关系建模

Ji,	G.,	Liu,	K.,	He,	S.,	&	Zhao,	J.	(2016).	Knowledge	graph	completion	with	adaptive
sparse	transfer	matrix.	In Proceedings	of	AAAI.



KG2E
• 多维高斯分布表示符号
• 均值向量表示该符号的位置(含义)
• 协方差矩阵表示该符号的多样性(不确定性)
–包含事实越多，该实体语义越明确
–关系越复杂，该关系确定性越弱

He,	S.,	Liu,	K.,	Ji,	G.,	&	Zhao,	J.	(2015).	Learning	to	represent	knowledge	graphs	with	gaussian
embedding.	In Proceedings	of	CIKM.



实体的属性与关系
• 知识图谱中大量“关系”实际是实体属性
–国籍、性别、宗教信仰等

• 用TransE对实体属性建模并不合理
–人物 + 性别 = 男/女 （?）



实体、属性与关系的表示学习
• 实体与关系均用向量表示，仍用TransE学习
• 实体与属性改用线性预测模型学习



评测结果：实体预测

Table 4: Evaluation results on entity prediction.

Entity Head Tail Total

Metric Mean Rank Hits@10 (%) Mean Rank Hits@10 (%) Mean Rank Hits@10 (%)
Raw Filter Raw Filter Raw Filter Raw Filter Raw Filter Raw Filter

TransE 385 277 20.2 39.2 134 124 51.4 66.7 259 200 35.8 53.0
TransH 416 309 17.7 35.4 147 138 50.0 65.0 282 224 33.9 50.2
TransR 394 285 20.5 41.2 125 116 53.4 71.0 260 200 37.0 56.1

KR-EAR(TransE) 295 198 22.7 39.6 77 69 54.2 69.5 186 133 38.5 54.5
KR-EAR(TransR) 268 170 23.4 43.0 75 66 55.7 71.5 172 118 39.5 57.3

Table 5: Evaluation results on relation prediction.

Metric Mean Rank Hits@1 (%)
Raw Filter Raw Filter

TransE 3.1 2.8 65.9 83.8
TransH 3.4 3.1 64.9 84.1
TrasnR 3.4 3.1 65.2 84.5

KR-EAR(TransE) 2.4 2.1 67.9 86.2
+ CRA 1.8 1.6 70.9 88.7

KR-EAR(TransR) 2.6 2.2 66.8 89.0
+ CRA 1.9 1.6 71.5 90.4

a lower Mean Rank. This demonstrates the effectiveness of
considering entity attributes for relation prediction.

5.5 Attribute Prediction
Attribute prediction aims to predict the missing attributes

for an entity. This task used to be a part of entity prediction
in previous works [Bordes et al., 2013; Wang et al., 2014b;
Lin et al., 2015b]. For each testing triple (e, a, v), we replace
the attribute value with each possible value v̂ of the attribute
and calculate a ranking score �(h(e,a, v̂)). Afterwards, we
rank all the candidates according to their scores in ascending
order.

Note that, KR-EAR can also consider Attribute Cor-
relations (AC) by ranking candidates according to
�(h(e,a, v̂))�(z(e,a, v̂, Y (e))).

We report two evaluation measures for attribute prediction:
Mean Rank and Hits@1.

Table 6: Evaluation results on attributes prediction.

Metric Mean Rank Hits@1 (%)
Raw Filter Raw Filter

TransE 10.7 5.6 36.5 55.9
TransH 10.7 5.6 38.5 57.9
TrasnR 9.0 3.9 42.7 65.6

KR-EAR(TransE) 8.3 3.2 47.2 69.0
+AC 7.5 3.0 49.4 70.4

KR-EAR(TransR) 8.3 3.2 47.6 69.8
+AC 7.5 3.0 49.8 70.8

Results
We show the evaluation results on attribute prediction in

Table 6. From the table we observe that: (1) KR-EAR still
outperforms other baselines significantly and consistently.
This verifies the necessity of modeling attribute prediction as
classification instead of translation in traditional KR models;

(2) For both KR-EAR(TransE) and KR-EAR(TransR), taking
attribute correlations into consideration can achieve 1.4% and
1.0% improvements in Hits@1. This indicates that attribute
correlations are useful in attribute prediction.

Table 7: Illustration of Attribute Correlations

Attribute Correlated Attributes
Profession Marital Status, Nationality, Gender, Lan-

guage, Ethnicity
Release Region
of Film

Country of Film, Language of Film, Re-
lease Date of Film, Genre of Film

Time Zone of
Location

Country of Location, Currency of Location

Musical Gen-
res

Instruments Played, Recording contribu-
tions, Profession, Instrument(s) or Vocal
Role

TV Genres Country of TV, Languages of TV, Origi-
nal Network of TV, Regular Acting Perfor-
mances

Illustration of Attribute Correlations
In Table 7, we give some examples of attribute correlations

obtained on the FB24k training set via KR-EAR. We can find
that when given an attribute, the related attributes often reflect
reasonable correlations in common-sense. This indicates that
KR-EAR can effectively capture the correlations among at-
tributes.

6 Conclusion and Future Work
In this paper, we distinguish existing KG-relations into at-

tributes and relations, and propose a new KR model with
entities, attributes and relations (KR-EAR). In addition, we
also encode the correlations between entity attributes in KR-
EAR. In experiments, we evaluate our model on three sub-
tasks for predicting entities, relations and attributes. By ex-
plicitly modeling entity attributes, KR-EAR can significantly
and consistently outperform state-of-the-art KR models on all
three sub-tasks.

In the future, we will explore more in the following re-
search directions: (1) Currently KR-EAR regards the infer-
ence of entities, relations and attributes independently. In the
future, we can employ probabilistic graphical model to fur-
ther capture the complicated correlations between them. (2)
In this paper, we split relations and attributes manually which
consumes large amount of time. In the future, we can em-
ploy how to split relations and attributes by held-out machine
learning methods.

44



评测结果：关系预测
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• 新模型能够更好的实现关系预测
• 先验知识：实体属性也可以用来预测关系(CRA）

Table 4: Evaluation results on entity prediction.

Entity Head Tail Total

Metric Mean Rank Hits@10 (%) Mean Rank Hits@10 (%) Mean Rank Hits@10 (%)
Raw Filter Raw Filter Raw Filter Raw Filter Raw Filter Raw Filter

TransE 385 277 20.2 39.2 134 124 51.4 66.7 259 200 35.8 53.0
TransH 416 309 17.7 35.4 147 138 50.0 65.0 282 224 33.9 50.2
TransR 394 285 20.5 41.2 125 116 53.4 71.0 260 200 37.0 56.1

KR-EAR(TransE) 295 198 22.7 39.6 77 69 54.2 69.5 186 133 38.5 54.5
KR-EAR(TransR) 268 170 23.4 43.0 75 66 55.7 71.5 172 118 39.5 57.3

Table 5: Evaluation results on relation prediction.

Metric Mean Rank Hits@1 (%)
Raw Filter Raw Filter

TransE 3.1 2.8 65.9 83.8
TransH 3.4 3.1 64.9 84.1
TrasnR 3.4 3.1 65.2 84.5

KR-EAR(TransE) 2.4 2.1 67.9 86.2
+ CRA 1.8 1.6 70.9 88.7

KR-EAR(TransR) 2.6 2.2 66.8 89.0
+ CRA 1.9 1.6 71.5 90.4

a lower Mean Rank. This demonstrates the effectiveness of
considering entity attributes for relation prediction.

5.5 Attribute Prediction
Attribute prediction aims to predict the missing attributes

for an entity. This task used to be a part of entity prediction
in previous works [Bordes et al., 2013; Wang et al., 2014b;
Lin et al., 2015b]. For each testing triple (e, a, v), we replace
the attribute value with each possible value v̂ of the attribute
and calculate a ranking score �(h(e,a, v̂)). Afterwards, we
rank all the candidates according to their scores in ascending
order.

Note that, KR-EAR can also consider Attribute Cor-
relations (AC) by ranking candidates according to
�(h(e,a, v̂))�(z(e,a, v̂, Y (e))).

We report two evaluation measures for attribute prediction:
Mean Rank and Hits@1.

Table 6: Evaluation results on attributes prediction.

Metric Mean Rank Hits@1 (%)
Raw Filter Raw Filter

TransE 10.7 5.6 36.5 55.9
TransH 10.7 5.6 38.5 57.9
TrasnR 9.0 3.9 42.7 65.6

KR-EAR(TransE) 8.3 3.2 47.2 69.0
+AC 7.5 3.0 49.4 70.4

KR-EAR(TransR) 8.3 3.2 47.6 69.8
+AC 7.5 3.0 49.8 70.8

Results
We show the evaluation results on attribute prediction in

Table 6. From the table we observe that: (1) KR-EAR still
outperforms other baselines significantly and consistently.
This verifies the necessity of modeling attribute prediction as
classification instead of translation in traditional KR models;

(2) For both KR-EAR(TransE) and KR-EAR(TransR), taking
attribute correlations into consideration can achieve 1.4% and
1.0% improvements in Hits@1. This indicates that attribute
correlations are useful in attribute prediction.

Table 7: Illustration of Attribute Correlations

Attribute Correlated Attributes
Profession Marital Status, Nationality, Gender, Lan-

guage, Ethnicity
Release Region
of Film

Country of Film, Language of Film, Re-
lease Date of Film, Genre of Film

Time Zone of
Location

Country of Location, Currency of Location

Musical Gen-
res

Instruments Played, Recording contribu-
tions, Profession, Instrument(s) or Vocal
Role

TV Genres Country of TV, Languages of TV, Origi-
nal Network of TV, Regular Acting Perfor-
mances

Illustration of Attribute Correlations
In Table 7, we give some examples of attribute correlations

obtained on the FB24k training set via KR-EAR. We can find
that when given an attribute, the related attributes often reflect
reasonable correlations in common-sense. This indicates that
KR-EAR can effectively capture the correlations among at-
tributes.

6 Conclusion and Future Work
In this paper, we distinguish existing KG-relations into at-

tributes and relations, and propose a new KR model with
entities, attributes and relations (KR-EAR). In addition, we
also encode the correlations between entity attributes in KR-
EAR. In experiments, we evaluate our model on three sub-
tasks for predicting entities, relations and attributes. By ex-
plicitly modeling entity attributes, KR-EAR can significantly
and consistently outperform state-of-the-art KR models on all
three sub-tasks.

In the future, we will explore more in the following re-
search directions: (1) Currently KR-EAR regards the infer-
ence of entities, relations and attributes independently. In the
future, we can employ probabilistic graphical model to fur-
ther capture the complicated correlations between them. (2)
In this paper, we split relations and attributes manually which
consumes large amount of time. In the future, we can em-
ploy how to split relations and attributes by held-out machine
learning methods.



属性间关联样例
• 先验知识：统计表明实体部分属性间具有高度

关联

46



评测结果：属性预测
• 新模型能够更好地实现实体的属性预测
• 先验知识：属性关联关系也可用来预测属性

47

Table 4: Evaluation results on entity prediction.

Entity Head Tail Total

Metric Mean Rank Hits@10 (%) Mean Rank Hits@10 (%) Mean Rank Hits@10 (%)
Raw Filter Raw Filter Raw Filter Raw Filter Raw Filter Raw Filter

TransE 385 277 20.2 39.2 134 124 51.4 66.7 259 200 35.8 53.0
TransH 416 309 17.7 35.4 147 138 50.0 65.0 282 224 33.9 50.2
TransR 394 285 20.5 41.2 125 116 53.4 71.0 260 200 37.0 56.1

KR-EAR(TransE) 295 198 22.7 39.6 77 69 54.2 69.5 186 133 38.5 54.5
KR-EAR(TransR) 268 170 23.4 43.0 75 66 55.7 71.5 172 118 39.5 57.3

Table 5: Evaluation results on relation prediction.

Metric Mean Rank Hits@1 (%)
Raw Filter Raw Filter

TransE 3.1 2.8 65.9 83.8
TransH 3.4 3.1 64.9 84.1
TrasnR 3.4 3.1 65.2 84.5

KR-EAR(TransE) 2.4 2.1 67.9 86.2
+ CRA 1.8 1.6 70.9 88.7

KR-EAR(TransR) 2.6 2.2 66.8 89.0
+ CRA 1.9 1.6 71.5 90.4

a lower Mean Rank. This demonstrates the effectiveness of
considering entity attributes for relation prediction.

5.5 Attribute Prediction
Attribute prediction aims to predict the missing attributes

for an entity. This task used to be a part of entity prediction
in previous works [Bordes et al., 2013; Wang et al., 2014b;
Lin et al., 2015b]. For each testing triple (e, a, v), we replace
the attribute value with each possible value v̂ of the attribute
and calculate a ranking score �(h(e,a, v̂)). Afterwards, we
rank all the candidates according to their scores in ascending
order.

Note that, KR-EAR can also consider Attribute Cor-
relations (AC) by ranking candidates according to
�(h(e,a, v̂))�(z(e,a, v̂, Y (e))).

We report two evaluation measures for attribute prediction:
Mean Rank and Hits@1.

Table 6: Evaluation results on attributes prediction.

Metric Mean Rank Hits@1 (%)
Raw Filter Raw Filter

TransE 10.7 5.6 36.5 55.9
TransH 10.7 5.6 38.5 57.9
TrasnR 9.0 3.9 42.7 65.6

KR-EAR(TransE) 8.3 3.2 47.2 69.0
+AC 7.5 3.0 49.4 70.4

KR-EAR(TransR) 8.3 3.2 47.6 69.8
+AC 7.5 3.0 49.8 70.8

Results
We show the evaluation results on attribute prediction in

Table 6. From the table we observe that: (1) KR-EAR still
outperforms other baselines significantly and consistently.
This verifies the necessity of modeling attribute prediction as
classification instead of translation in traditional KR models;

(2) For both KR-EAR(TransE) and KR-EAR(TransR), taking
attribute correlations into consideration can achieve 1.4% and
1.0% improvements in Hits@1. This indicates that attribute
correlations are useful in attribute prediction.

Table 7: Illustration of Attribute Correlations

Attribute Correlated Attributes
Profession Marital Status, Nationality, Gender, Lan-

guage, Ethnicity
Release Region
of Film

Country of Film, Language of Film, Re-
lease Date of Film, Genre of Film

Time Zone of
Location

Country of Location, Currency of Location

Musical Gen-
res

Instruments Played, Recording contribu-
tions, Profession, Instrument(s) or Vocal
Role

TV Genres Country of TV, Languages of TV, Origi-
nal Network of TV, Regular Acting Perfor-
mances

Illustration of Attribute Correlations
In Table 7, we give some examples of attribute correlations

obtained on the FB24k training set via KR-EAR. We can find
that when given an attribute, the related attributes often reflect
reasonable correlations in common-sense. This indicates that
KR-EAR can effectively capture the correlations among at-
tributes.

6 Conclusion and Future Work
In this paper, we distinguish existing KG-relations into at-

tributes and relations, and propose a new KR model with
entities, attributes and relations (KR-EAR). In addition, we
also encode the correlations between entity attributes in KR-
EAR. In experiments, we evaluate our model on three sub-
tasks for predicting entities, relations and attributes. By ex-
plicitly modeling entity attributes, KR-EAR can significantly
and consistently outperform state-of-the-art KR models on all
three sub-tasks.

In the future, we will explore more in the following re-
search directions: (1) Currently KR-EAR regards the infer-
ence of entities, relations and attributes independently. In the
future, we can employ probabilistic graphical model to fur-
ther capture the complicated correlations between them. (2)
In this paper, we split relations and attributes manually which
consumes large amount of time. In the future, we can em-
ploy how to split relations and attributes by held-out machine
learning methods.



小结
• TransE无法较好处理1-N, N-1, N-N等复杂关系
• 面向该问题已经产生大量工作
– TransA，TransD，TransE，TransG，TransH，

TransR, KG2E, TranSparse, Hole
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考虑外部信息
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文本与知识的融合
• 基于知识图谱的关系预测

• 基于文本信息的关系预测

50

r ~ t-h



融合文本与知识的关系抽取
• NYT+FB (Weston et al.2013)
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融合实体描述的知识表示
• 利用实体描述信息提供关于实体的语义信息

52



融合实体描述的知识表示

53

Xie,	et al.	(2016).	Representation	Learning	of	Knowledge	Graphs	with	Entity	Descriptions.	AAAI.



Zero-shot场景下的链接预测
• 对于新实体，根据描述信息有效得到实体表示

54

Relation PredictionEntity Prediction

* d-e 表示头实体的表示通过CNN从实体描述学习得到



知识图谱包含丰富的外部信息
• 除三元组外，知识图谱包含丰富的外部信息
• 举例：实体的层次类别
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融合实体层次类别的表示学习
• 利用矩阵映射技术融合实体层次类别信息
– Recursive Hierarchy Encoder（RHE）
–Weighted Hierarchy Encoder（WHE）
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to construct projection matrices for each entity. Secondly, t-
wo advanced encoders are proposed to take advantages of the
internal connections in hierarchical structures and the prior
knowledge in relation-specific type information.

General Form of Type Encoder
Most entities in KGs have more than one type, which could
be utilized as supplementary information when representing
entities. We propose a general form of type encoder, in which
the projection matrix Me for entity e will be the weighted
summation of all type matrices:

Me = ↵1Mc1 + ↵2Mc2 + · · ·+ ↵nMcn , (3)

where n is the number of types entity e has, ci is the i-th
type e belongs to, Mci is the projection matrix of ci, and ↵i

represents the corresponding weight for ci. Those weights
could be set according to the influence ci has on e measured
by some statistical features like type frequency. Through the
general type encoder, all projection matrices for entity e will
be the same in different scenarios.

However, entities should have different representations to
emphasize attributes of more importance in different scenar-
ios. Fortunately, the relation-specific type information in
KGs, which provides the possible type(s) an entity may be-
long to in a specific relation, could help for multiple entity
representations. To take advantage of this information, the
projection matrix Mrh in a specific triple (h, r, t) will be:

Mrh =

Pn
i=1 ↵iMciPn

i=1 ↵i
, ↵i =

⇢
1, ci 2 Crh

0, ci /2 Crh

(4)

where Crh represents the type set of head in relation r given
by the relation-specific type information. Projection matrices
Mrt for entities in position of tail will be of the same form as
those for entities in head. Mc is the projection matrix for type
c, which could be constructed by the following two encoders.

h
t

r

Mch(m) Mct(m)

Mch(m-1) Mct(m-1)

Mch(1) Mct(1)

hch

tct

(a) RHE

h
t

rhch tct

iβiMch(i)෤ iβiMct(i)෤

(b) WHE

Figure 2: Hierarchical Type Encoders

Recursive Hierarchy Encoder
To further improve the representation of projection matrix
Mc by mining the latent information located in hierarchi-
cal type structures, we propose the Recursive Hierarchy En-
coder (RHE). Inspired by [Hu et al., 2015], each sub-type

(i.e. layer) in hierarchy is represented as a projection matrix
with different granularities. During the projection process,
entities (e.g. William Shakespeare) will be first mapped to
the more general sub-type space (e.g. book) and then be se-
quentially mapped to the more precise sub-type space (e.g.
book/author). The matrix Mc is designed as follows:

Mc =

mY

i=1

Mc(i) = Mc(1)Mc(2) . . .Mc(m) , (5)

in which m is the number of layers for type c in the hierarchi-
cal structure, while Mc(i) represents the projection matrix of
the i-th sub-type c(i).

Weighted Hierarchy Encoder
RHE proposes a recursive method of building hierarchical
type projection matrices. However, different granularities of
sub-types in hierarchical structures may vary in significance
when mapping entities. In this case, we propose the Weighted
Hierarchy Encoder (WHE) to consider weights in hierarchy.
In WHE, sub-types are represented as projection matrices too.
However, instead of using recursive operation to encode dif-
ferent granularities of sub-types, we sum up those projection
matrices with different weights to represent the hierarchical
type matrix Mc as follows:

Mc =

mX

i=1

�iMc(i) = �1Mc(1) + · · ·+ �mMc(m) , (6)

in which m is the number of layers in the hierarchical struc-
ture, Mc(i) is the projection matrix of c(i), while �i is the cor-
responding weight of c(i). We design a proportional-declined
weighting strategy between c(i) and c(i+1) as follows:

�i : �i+1 = (1� ⌘) : ⌘,
mX

i=1

�i = 1, (7)

in which we set ⌘ 2 (0, 0.5). The strategy indicates that the
more precise sub-type c(i) is, the higher weight �i will be,
thus the greater influence c(i) will have on Mc.

3.4 Objective Formalization
We formalize a margin-based score function with negative
sampling as objective for training:

L =

X

(h,r,t)2T

X

(h0,r0,t0)2T 0

max(� + E(h, r, t))

�E(h0, r0, t0), 0),

(8)

where E(h, r, t) is the energy function score of positive triple
and E(h0, r0, t0) is that of negative triple. � > 0 is a hyper-
parameter of margin. T 0 stands for the negative sampling set
of T . Since there are no explicit negative triples in knowledge
graphs, T 0 is constructed as follows:

T 0
={(h0, r, t)|h0 2 E} [ {(h, r, t0)|t0 2 E}
[ {(h, r0, t)|r0 2 R}, (h, r, t) 2 T,

(9)

in which the head or tail in a positive triple is randomly re-
placed by any other entity in E. Differed from [Bordes et al.,
2013; Lin et al., 2015b], we also add relation replacements to
negative sampling for better performances in relation predic-
tion. Moreover, the new triples after replacements will not be
considered as negative samples if they are already in T .



评测结果：实体预测
• 层次类别能够显著提升表示学习区分能力
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Experiment Settings
In evaluation, we implement TransE and TransR for com-
parison. For TransE, we improve their dissimilarity mea-
sure with L1-norm and replace relations as well as enti-
ties during negative sampling. We also use “bern” to re-
place head or tail with different probability following [Wang
et al., 2014b]. For TransR, we directly use the released
code given in [Lin et al., 2015b] and utilize replacements
of relations in negative sampling for better performances in
relation prediction. Both TransE and TransR are trained
with the best parameters reported in their papers. For
other baselines including RESCAL [Nickel et al., 2011;
2012], SE [Bordes et al., 2011], SME [Bordes et al., 2012;
2014] and LFM [Jenatton et al., 2012], we directly use the
results reported in [Lin et al., 2015b].

We train TKRL model with mini-batch SGD. As for pa-
rameters, we select the batch size B among {20, 240, 1200,
4800}, and margin � among {0.5, 1.0, 1.5, 2.0}. We also set
the dimensions of entity and relation to be the same n, and
all projection matrices are set to be n ⇥ n. For learning rate
�, we could select a fixed rate following [Bordes et al., 2013;
Lin et al., 2015b] or design a flexible learning rate which will
descend through iteration. For WHE, we select the descend-
ing weight ⌘ between sub-types among {0.1, 0.15, 0.2}. For
k in type constraints, we select among {5, 10, 15}. The opti-
mal configurations of our models are: B = 4800, � = 1.0,
⌘ = 0.1, k = 10, with � designed by a linear-declined strat-
egy which ranges from 0.0025 to 0.0001. TKRL and Tran-
sR are trained with entities and relations initialized by pre-
trained TransE (unif) model. For a fair comparison, all mod-
els are trained under the same dimension n = 50.

4.2 Knowledge Graph Completion
Evaluation Protocal
Knowledge graph completion aims to complete a triple
(h, r, t) when one of h, r, t is missing, which is used in [Bor-
des et al., 2011; 2012; 2013]. Two measures are considered
as our evaluation metrics: (1) mean rank of correct entities or
relations; (2) proportion of correct answers ranked in top 10
(for entities) or top 1 (for relations). We also follow the two
evaluation settings named “raw” and “filter”.

We conduct our evaluation on FB15K and divide the task
into two sub-tasks: entity prediction and relation prediction.
For a fair comparison, evaluation conditions are the same for
all models. We also evaluate on the method of type constraint
in evaluation (TCE) and a new dataset with long-tail distribu-
tion as auxiliary experiments.

Entity Prediction
The results of entity prediction are shown in Table 2. From
the results we observe that: (1) Both RHE and WHE signifi-
cantly outperform all baselines in mean rank and Hits@10. It
indicates that the hierarchical type information, which is suc-
cessfully encoded into entity and relation embeddings, could
improve the representation learning of knowledge graphs. (2)
WHE+STC achieves the best performance with approximate-
ly 6.2% improvement compared to TransR in Hits@10, and
such improvement provided by Soft Type Constraint (STC)
can also be found in RHE. It is because that STC increases the

probability of entities with the same types as the golden one
being selected during negative sampling, which widens the
distances between entities sharing the same types, and thus
lowers the errors caused by those similar entities. However,
STC has side effects that it may result in higher mean rank,
since some wrong-predicted instances with extremely high
rank will significantly increase mean rank. (3) Type informa-
tion, either in form of projection matrices or type constraints,
could provide significant supplements for RL in KGs.

Table 2: Evaluation results on entity prediction

Metric Mean Rank Hits@10(%)
Raw Filter Raw Filter

RESCAL 828 683 28.4 44.1
SE 273 162 28.8 39.8

SME (linear) 274 154 30.7 40.8
SME (bilinear) 284 158 31.3 41.3

LFM 283 164 26.0 33.1
TransE 238 143 46.4 62.1
TransR 199 77 47.2 67.2

TKRL (RHE) 184 68 49.2 69.4
TKRL (WHE) 186 68 49.2 69.6

TKRL (RHE+STC) 202 89 50.4 73.1
TKRL (WHE+STC) 202 87 50.3 73.4

Relation Prediction
The results of relation prediction are shown in Table 3. We
implement two typical models including TransE and Tran-
sR as baselines. From Table 3 we observe that: (1) Both
RHE and WHE significantly outperform TransE and Tran-
sR in mean rank and Hits@10, and RHE achieves the best
performance. It proves that RHE is better in relation predic-
tion while WHE is better in entity prediction. (2) STC lowers
the performances on relation prediction since wider distances
between entities with the same types may confuse the entity
clustering. In spite of this, all models with STC still out-
perform TransE, which indicates the positive effects of type
information as constraints.

Table 3: Evaluation results on relation prediction

Metric Mean Rank Hits@1(%)
Raw Filter Raw Filter

TransE 2.79 2.43 68.4 87.2
TransR 2.49 2.09 70.2 91.6

TKRL (RHE) 2.12 1.73 71.1 92.8
TKRL (WHE) 2.22 1.83 70.8 92.5

TKRL (RHE+STC) 2.38 1.97 68.7 90.7
TKRL (WHE+STC) 2.47 2.07 68.3 90.6

Type Constraints in Evaluation
Type constraints in training have been proved to be effective,
while type constraints in evaluation (TCE) could be utilized
to achieve even better performances in entity prediction, on
condition that the relation-specific type information is rela-
tively complete. For a fair comparison, we implement base-
lines with the helps of both STC and TCE. Results in Table 5



评测结果：长尾链接预测
• 层次类别对长尾关系上的实体预测和关系预测

效果更加显著
• 在知识表示中引入先验知识能够明显提升稀疏

数据上的性能
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Table 4: Evaluation results on long-tail distribution

Relation Frequency Test Number Hits@10 for Entity (%) Hits@1 for Relation (%)
TransE TransR TKRL (WHE) TransE TransR TKRL (WHE)

fr <= 10 1,444 28.0 32.4 (+4.4) 38.1 (+10.1) 13.2 17.0 (+3.8) 21.5 (+8.3)
fr <= 100 4,763 49.9 54.5 (+4.6) 57.9 (+8.0) 45.7 50.5 (+4.8) 54.3 (+8.6)
fr <= 1000 18,296 66.1 69.1 (+3.0) 71.6 (+5.5) 70.9 75.4 (+4.5) 77.8 (+6.9)

total 62,374 61.9 67.2 (+5.3) 69.2 (+7.3) 80.4 88.8 (+8.4) 89.7 (+9.3)

show that: (1) All models have better performances with TCE
compared to those corresponding results without TCE shown
in Table 2, and the improvements will be more significan-
t when combined with STC. It is because that TCE removes
the candidates which don’t follow the type constraints, while
STC sharpens the differences between similar entities. (2)
TKRL models outperform all baselines even when compared
with the enhanced versions with STC, which implies the sig-
nificance of hierarchical type encoders.

Table 5: Evaluation results on entity prediction with TCE

Metric Mean Rank Hits@10(%)
Raw Filter Raw Filter

TransE+TCE 212 116 46.9 63.4
TransR+TCE 182 60 47.9 68.6

TransE+STC+TCE 203 104 49.8 69.9
TransR+STC+TCE 185 63 48.5 71.7

TKRL (RHE+STC+TCE) 169 56 51.4 75.4
TKRL (WHE+STC+TCE) 170 55 51.3 75.6

Knowledge Graph Completion with Long Tail
Representation learning of real-world KGs suffers from the
long-tail distribution. We construct FB15K+, which contain-
s almost all relations between entities in FB15K as well as
the corresponding triples, to simulate the distribution in real-
world KGs. From Table 4 we can observe that: (1) WHE
significantly and consistently outperforms TransE and Tran-
sR in all conditions even without STC. (2) WHE achieves
5.8% and 4.5% improvements on entity and relation predic-
tion compared to TransR with fr <= 10, while it achieves
2.0% and 0.9% improvements with all triples. It demonstrates
that TKRL takes advantages over TransR especially with low-
frequency relations, and thus is more robust when modeling
KGs with real-world distribution.

4.3 Triple Classification
Triple classification aims to confirm whether a triple (h, r, t)
is correct or not. This binary classification task has been ex-
plored in [Socher et al., 2013; Wang et al., 2014b; Lin et al.,
2015b] for evaluation.

Evaluation Protocal
We evaluate this task on FB15K. Since FB15K has no explic-
it negative triples, we construct the negative triples following
the same protocol used in [Socher et al., 2013]. The clas-
sification strategy is conducted as follows: We set different
relation-specific thresholds �r for each relation. For a triple

(h, r, t), if the dissimilarity score of E(h, r, t) is below �r,
the triple is then predicted to be positive and otherwise neg-
ative. The relation-specific thresholds �r are optimized by
maximizing the classification accuracies in all triples with the
corresponding r on the validation set.

Results
Evaluation results on triple classification are shown in Table
6. From Table 6 we observe that: (1) TKRL models outper-
form all baselines, and WHE+STC achieves the best perfor-
mance, which confirms the advantages TKRL has over base-
lines in triple classification. (2) STC improves the perfor-
mances of both RHE and WHE, which indicates that sharp-
ening the dissimilarity between entities with the same types
is significantly helpful for triple classification.

Table 6: Evaluation results on triple classification
Methods Accuracy(%)

TransE 85.7
TransR 86.4

TKRL (RHE) 86.9
TKRL (WHE) 87.1

TKRL (RHE+STC) 88.4
TKRL (WHE+STC) 88.5

5 Conclusion and Future Work
In this paper, we propose TKRL model for representation
learning of knowledge graphs with hierarchical types. We
consider type information as projection matrices for entities,
which are constructed with two hierarchical type encoders.
Moreover, type information is also regarded as constraints
in training and evaluation. In experiments, we evaluate our
models on two tasks including knowledge graph completion
and triple classification. Experimental results show that type
information is significant in both tasks especially with long-
tail distribution, and TKRL model is capable of encoding hi-
erarchical type information into KG representations.

We will explore the following research directions in future:
(1) TKRL model only considers type information into repre-
sentation learning of KGs, while there is rich information in
the form of images and texts which could be integrated to our
model. We will explore the advantages of those rich informa-
tion in future. (2) More hierarchical type structures such as
Wikipedia categories could be introduced to bring in deeper
hierarchical information, while the hierarchical type encoders
could be further improved with more sophisticated algorithms
designed for hierarchical structures.



小结
• 知识图谱包含文本、类别等丰富的外部信息，能够

有效辅助知识表示学习

• 未来需要考虑更丰富的信息
– 跨语言信息
– 脑电信息
– 社会网络结构
– …

59



关系路径建模

60



关系路径
• 目前模型孤立地学习每个事实三元组
• 关系之间存在复杂的关系，涉及关系推理



关系路径
• Path Ranking Algorithm

62Lao, et al. (2011). Random walk inference and learning in a large scale knowledge base. EMNLP.



PTransE：考虑关系路径的TransE

Lin,	et al.	(2015).	Modeling	Relation	Paths	for	Representation	Learning	of	Knowledge	Bases. EMNLP.



PTransE：考虑关系路径的TransE
• 关键问题：如何得到关系路径的表示
• 解决方案：语义组合（相加，相乘，RNN）

Lin,	et al.	(2015).	Modeling	Relation	Paths	for	Representation	Learning	of	Knowledge	Bases. EMNLP.



Path-based TransE

65Lin,	et al.	(2015).	Modeling	Relation	Paths	for	Representation	Learning	of	Knowledge	Bases. EMNLP.



实体预测结果
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+35%

Lin,	et al.	(2015).	Modeling	Relation	Paths	for	Representation	Learning	of	Knowledge	Bases. EMNLP.



关系预测结果

+10%
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PTransE样例

68

Head Barack_Obama
Relation /education/education/institution
Model TransE PTransE

1 Harvard_College Columbia_University
2 Massachusetts_Institute_of_Technology Occidental_College
3 American_University Punahou_School
4 University_of_Michigan University_of_Chicago
5 Columbia_University Stanford_University
6 Princeton_University Princeton_University
7 Emory_University University_of_Pennsylvania
8 Vanderbilt_University University_of_Virginia
9 University_of_Notre_Dame University_of_Michigan
10 Texas_A&M_University Yale_University



PTransE样例

69

Head Stanford_University
Relation /education/educational_institution/students_graduates
Model TransE PTransE

1 Steven_Spielberg Raymond_Burr
2 Ron_Howard Ted_Danson
3 Stan_Lee Delmer_Daves
4 Barack_Obama D.W._Moffett
5 Milton_Friedman Gale_Anne_Hurd
6 Walter_F._Parkes Jack_Palance
7 Michael_Cimino Kal_Penn
8 Gale_Anne_Hurd Kurtwood_Smith
9 Bryan_Singer Alexander_Payne
10 Aaron_Sorkin Richard_D._Zanuck



PTransE样例

70

Relation1 /people/person/place_of_birth
Relation2 /location/administrative_division/country

1 /people/person/nationality
2 /people/person/places_lived./people/place_lived/location
3 /people/person/place_of_birth
4 /music/artist/origin
5 /olympics/olympic_athlete_affiliation/country
6 /government/politician/government_positions_held
7 /base/popstra/vacation_choice/location
8 /people/deceased_person/place_of_death
9 /government/political_appointer/appointees
10 /location/administrative_division/country



PTransE样例

71

Relation1 /location/location/contains
Relation2 /location/location/contains

1 /location/location/contains
2 /location/country/second_level_divisions
3 /location/country/administrative_divisions
4 /location/administrative_division/capital
5 /base/locations/continents/countries_within
6 /base/aareas/schema/administrative_area/administrative_children
7 /location/us_county/hud_county_place
8 /location/country/capital
9 /location/country/first_level_divisions
10 /travel/travel_destination/tourist_attractions



小结
• 考虑关系间更复杂的推理规则
–头、尾实体不完全一致的情况

• 更好地表示关系之间的复杂推理关系
–组合语义模型：RNN、NTN、…

• 应用：QA (Guu, et al. 2015)
72

(奥巴⻢，总统，美国)

(奥巴⻢，是，美国⼈)

Guu, et al. Traversing Knowledge Graphs in Vector Space. EMNLP 2015.
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性能比较
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三元组分类

来自中科院自动化所赵军、刘康老师组



三元组分类

来自中科院自动化所赵军、刘康老师组



三元组分类

来自中科院自动化所赵军、刘康老师组



链接预测

来自中科院自动化所赵军、刘康老师组



开源代码
• KB2E: TransE、TransH、TransR、PTransE
– https://github.com/thunlp/KB2E

• NRE: CNN、PCNN、x+ATT
– https://github.com/thunlp/NRE
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分布式表示对自然语言处理的意义
• 解决大数据NLP的数据稀疏问题
• 实现跨领域、跨对象的知识迁移
• 提供多任务学习的统一底层表示
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统一语义空间
词法分析

句法分析

语义分析

词汇

句子

文档

知识



无结构文本

词汇表示

实体表示

NLP任务：标注、分析、理解

词义表示 句子表示
知识表示

短语表示 文档表示
网络表示



自然语言处理发展趋势
• 深度学习和知识图谱为NLP发展带来无限可能
• 融合知识与文本，实现知识驱动的文本理解
–句子层面：问答系统、人机对话
–篇章层面：文档摘要、阅读理解

• 结合领域知识，实现知识驱动的文本生成
–法律：法律文书
–知识产权：专利
–金融投资：资讯
–科学研究：论文
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总结
• 分布式表示将对象语义信息编码到低维向量空间中
– 分布式表示已被广泛应用于汉字、词汇、词义、实体、

短语、句子、文档、网络和知识的表示
– 分布式表示可扩展性强，可有效解决数据稀疏问题，用

于跨领域、跨对象的语义计算和知识迁移

• 知识图谱是对人类知识的结构化总结
– 知识表示学习能够高效编码结构知识的语义信息
– 知识图谱能够支持智能关联与推理

• 深度学习与知识图谱为自然语言处理带来无限可能
– 知识驱动的文本理解
– 知识驱动的文本生成
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Thanks!
http://nlp.csai.tsinghua.edu.cn/~lzy

liuzy@tsinghua.edu.cn
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