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任务描述



挑战

• 不不完全依赖于外部知识 

• 推理理 

• 指代消解 

• 需要常识知识



数据集
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bAbi：Facebook AI Research
• 1,000 Training, 1,000 Testing 
• Answer: single words or a list of words 
• 20 tasks in English 
• Simulated world: actions 
• 150 words, 4 actors, 6 locations and 3 objects per 

task







MCTest (Microsoft Research)



MCTest (Microsoft Research)
• Short fictional story (150-300 words） 
• Annotation：Crowd Sourcing (Amazon Mechanical 

Turk) 
• MCT160, MCT500 (Grammar Test)



CNN/Daily Mail（Deep Mind）
• 93k CNN articles, 220k Daily Mail articles 
• bullet points 
• 完形填空



CNN/Daily Mail



CBT（Children’s Book Test) 
Facebook

• Children’s Book 
• Contexts: 20 sentences 
• Answer: entity in the 21st sentence



CBT（Children’s Book Test) 
Facebook



任务

contexts/documents question/query answers/candidates

One night I was at my friend's house where he threw a party. We were 
enjoying our dinner
at night when all of a sudden we heard a knock on the door. I opened the 
door and saw this 
guy who had scar on his face. (......)As soon as I saw him I ran inside the
house and called the cops. The cops came and the guy ran away as soon 
as he heard the cop
car coming. We never found out what happened to that guy after that day.

1: What was the strange guy doing with the friend?
A) enjoying a meal
B) talking about his job
C) talking to him

*D) trying to beat him

2: Why did the strange guy run away?
*A) because he heard the cop car
B) because he saw his friend
C) because he didn't like the dinner
D) because it was getting late

Document

Question

Candidate answers



传统⽅方法

• Two-Steps 
• Facts/Statements Retrieval 
• Inferencing Answers



Facts Retrieval

Tom had to fix some things around the house. He had to fix the door. He had 
to fix the window. But before he did anything he had to fix the toilet. Tom 
called over his best friend Jim to help him. Jim brought with him his friends 
Molly and Holly.[…].They all pushed on the window really hard until finally 
it opened. Once the window was fixed the four of them made a delicious 
dinner and talked about all of the good work that they had done. Tom was 
glad that he had such good friends to help him with his work.

Q:What did Tom need to fix first?
A) Door
B) House
C) Window

*D) Toilet



Inferencing Answers

Tom had to fix some things around the house. He had to fix the door. He had 
to fix the window. But before he did anything he had to fix the toilet. Tom 
called over his best friend Jim to help him. Jim brought with him his friends 
Molly and Holly.[…].They all pushed on the window really hard until finally 
it opened. Once the window was fixed the four of them made a delicious 
dinner and talked about all of the good work that they had done. Tom was 
glad that he had such good friends to help him with his work.

Q:What did Tom need to fix first?
A) Door
B) House
C) Window

*D) Toilet

But before he did anything he had to fix the toilet. 

Tom need to fix toilet first.



Formulation
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Feature Engineering for RTE
• Alignments among words (Sachan, et al. ACL 2015) 
• Discourse Relation: Causal, Temporal, Explanation 

(Narasimhan et al. ACL 2015) 
• Linguistic Features: POS, Dependency, Word 

Embeddings, Frames (Wang et al. ACL 2015)



Difficulties
• 上述⽅方法仍然基于符号表示，语义鸿沟问题 

• 对于简单问题⽐比较有效，但是对于需要深层次语义推
理理的问题，往往⽆无法处理理 

• 多级处理理带来的噪声积累和传递问题



基于深度学习的机器器阅读理理解

• LSTM (Hermann, et al. 2015) 
• Attention based Model (Chen, et al.  2016, 

Hermann, et al. 2015) 
• Memory Network (Weston, et al. 2015) 
• Hierarchical CNN (Yin, et al. 2015) 
• Hierarchical Attention (Fang, et al. 2016)  
• Neural Turing Machine (Graves, et al. 2014)



LSTM

Mary went to England || X visited England



Attention Model

Context : Michael Jordan abruptly retired from Chicago Bulls before the beginning of 
the 1993-94 NBA season to pursue a career in baseball.

Question1: When did Michael Jordan retired from NBA? 

Question2: Which sports does Michael Jordan participate after his retirement from 
NBA? 



Attention Model

Attention Reader



Attention Model

Impatient Reader



Memory Network
• 4 Components: 

• I (Input feature map): 将输⼊入转换为内部的特征表示 
• G (Generalization): 根据输⼊入更更新Memory 
• O (Output feature map): 根据输⼊入和当前Memory状态，⽣生成输出（在特征空
间中） 

• R (Response): 根据输出的特征表示，⽣生成答案



Memory Network



Memory Network: Single Lookup



Memory Network: Multiple Lookup



实验⽐比较（CNN/Daily Mail）

Chen, et al. 2016



两类⽅方法
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数据分析



数据分析

数据 结果

简单的Attention Model已经可以达到”天花板“
但是对于需要深度推理理的问题，效果仍然不不好



数据规模的影响

语料料规模较CBT增加了了60倍





⼩小结

• 传统基于符号表示的特征⼯工程⽅方法 
• 难以适应⼤大规模、开放域的数据需求 

• 基于分布式表示的Deep Learning的⽅方法 
• 专注于表示学习 
• 忽略略了了深度推理理



谢谢! Q&A! 


