
Part IV: Recommendation with Deep 
Learning

Xin Zhao
batmanfly@qq.com

Renmin University of China



Outline
• Overview of recommender systems

– Tasks

• Rating prediction

• Item recommendation 

– Basic models

• MF

• libFM

• Deep learning for information mapping
– DSSM

– Cross-domain DSSM

– Deep-Music

– Deep-CTR

– Google-Rec

• Deep learning for sequence modeling
– Token2vec

• POI recommendation 

• Product recommendation

– Recurrent Neural Networks 

• POI recommendation 



Overview of recommender systems

• Tasks

– Rating prediction

– Item recommendation 

• Basic models

– MF

– LibFM



Rating Prediction

User-item matrix i1 i2

u1 1 ?

u2 ? 5

u3 3 ?

u4 ? 2

• Online test

• Offline test



Item Recommendation

User-item matrix i1 i2

u1 yes ?

u2 ? yes

u3 no ?

u4 yes yes

• Online test

• Offline test

– Retrieval-based metrics, e.g., P@k, R@k, MAP



Context-Aware Recommendation

• When you know more information about 
users and items



More complicated tasks



Practical Considerations



Rating Prediction

User-item matrix i1 i2

u1 1 ?

u2 ? 5

u3 3 ?

u4 ? 2

• Online test

• Offline test



Latent Factor Models



Matrix factorization



A Basic Model



A Basic Model

Another formulation 



Probabilistic Matrix Factorization



Probabilistic Matrix Factorization



Context-Aware Recommendation

• When you know more information about 
users and items



LibFM



Deep learning for information mapping

• DSSM

• Cross-domain DSSM

• Deep-Music

• Deep-CTR

• Google-Rec



Deep learning for information mapping

• DSSM (Huang et al., CIKM 2013)

• Cross-domain DSSM

• Deep-Music

• Deep-CTR

• Google-Rec



Deep Semantic Similarity Model

• Measuring similarity is the core problem in 
many tasks

– We can borrow the similarity model from the text 
mining field for recommender systems

– We start with text-based DSSM



Deep Semantic Similarity Model

• Information retrieval 

– Given a query Q, we would like to return the most 
relevant documents D

– It usually adopts a ranking approach 

– A similarity function is needed for this purpose

• R(Q, D)



Deep Semantic Similarity Model

• DSSM for retrieval



Deep Semantic Similarity Model

• Reducing the number of features

– Tri-letter hashing

– For example, given a word #LOVE#, we will have

• #LO, LOV, OVE, VE#



Deep Semantic Similarity Model

• Hidden space similarity measurement 



Deep Semantic Similarity Model

• Single-path modeling 

– A DNN component 

– From high-dimensional discrete feature vector to 
low-dimensional dense vector 



Deep Semantic Similarity Model



Deep Semantic Similarity Model

• Merits

– Using DNN transformation, we can implement a 
powerful non-linear mapping function

– Different NN components can be used and 
integrated

• E.g., CNN 



Single-domain DSSM Recommender 

• DNN-based recommendation

– Extracting features and building the NN 
architecture 

– If we have N domains, we build N DSSM 
separately



Deep learning for information mapping

• DSSM

• Cross-domain DSSM (Elkahky et al., WWW 2015)

• Deep-Music

• Deep-CTR

• Google-Rec



Cross-domain DSSM Recommender 

• A user is usually with multiple types of 
behavior data



Cross-domain DSSM Recommender 

• A user is usually with multiple types of 
behavior data

– Only using textual features 

• User features : users’ search queries

• News features: news titles

• Apps: app titles 

• Movie/TV: title and descriptions 



Cross-domain DSSM Recommender 

• Cross-domain DSSM for recommendation

– Joint recommending news, apps or movie/TV to 
users

– User features are shared across domain 

APP News



Deep learning for information mapping

• DSSM

• Cross-domain DSSM

• Deep-Music (Oord et al., NIPS 2013)

• Deep-CTR

• Google-Rec



Deep Music Recommender

• With training data

– Representing users and songs in the same latent 
space

– Predicting the final rating 

𝒖𝑖: user latent represnetation

𝒗𝑗: item latent represnetation



Deep Music Recommender

• Cold-start recommendation 

– How about new songs?

• It cannot be learned with a latent factor 

For new songs, we do not have 𝒗𝑗 at all.



Deep Music Recommender

• Cold-start recommendation 

– What we have for new songs?

• Audio signals

• Singer 

• Titles

• Etc

Coded as a song feature vector 𝒂𝑗



Deep Music Recommender

• Cold-start recommendation 

– The idea is

• For old songs, we have both audio features and the 
latent factors

• Can we learn a mapping function from audio features 
to latent factors using old songs?

Coded as a song feature vector 𝒂𝑗

𝒇(𝒂𝑗) → 𝒗𝒋



Deep Music Recommender

• Cold-start recommendation 

– How to build such a mapping function

• Yes, deep neural networks  

Coded as a song feature vector 𝒂𝑗

𝒇(𝒂𝑗) → 𝒗𝒋

𝒇(𝒂𝑗) → 𝒗𝒋



Deep Music Recommender

• Cold-start recommendation 

– How to build such a mapping function

• Yes, deep neural networks  

𝒇(𝒂𝑗) → 𝒗𝒋



Deep learning for information mapping

• DSSM

• Cross-domain DSSM

• Deep-Music

• Deep-CTR

– CTR (Wang et al., KDD 2013)

– Deep-CTR (wang et al., KDD 2015)

• Google-Rec



Non-Deep Collaborative Topic Regression 

• Recommendation setting 

– Recommending articles to users

We can use basic MF methods, but contents are ignored 
It suffers from cold-start problem 



Non-Deep Collaborative Topic Regression 

• Recommendation setting 

– Recommending articles to users

We can use basic MF methods, but contents are ignored 
It suffers from cold-start problem 

If we would like to model contents, what model do we use?



Non-Deep Collaborative Topic Regression 

• Candidate I: topic models



Non-Deep Collaborative Topic Regression 

• Candidate I: topic models



Non-Deep Collaborative Topic Regression 

• Candidate I: topic models



Non-Deep Collaborative Topic Regression 

• Candidate I: topic models



Non-Deep Collaborative Topic Regression 

• Candidate I: topic models

– We have two kinds of document representations 



Non-Deep Collaborative Topic Regression 

• Candidate I: topic models

– The idea



Non-Deep Collaborative Topic Regression 

• Candidate I: topic models

– The model



Deep Collaborative Topic Regression 

• Candidate II: deep neural networks

– We are essentially seeking an item representation 
based on its content

– The content-based representation can be used or 
incorporated  in recommendation 



Deep Collaborative Topic Regression 

• Candidate II: deep neural networks

– Stacked Denoising Autoencoders

– Inputting a term-based representation for articles, 
we can obtain the code for it 



Deep Collaborative Topic Regression 

• Candidate II: deep neural networks

– The idea is nearly same to that of CTR



Deep Collaborative Topic Regression 

• Candidate II: deep neural networks

– Experiments



Deep learning for information mapping

• DSSM

• Cross-domain DSSM

• Deep-Music

• Deep-CTR

• Google-Rec (Covington et al., RecSys 2016)



Google’s YouTube Recommendation

• Recommendation setting 



Google’s YouTube Recommendation

• Deep candidate generation model



Google’s YouTube Recommendation

• Deep ranking model



Deep learning for information mapping

• DSSM
– A general semantic match model 

• Cross-domain DSSM
– Extension of DSSM to multiple-domain data

• Deep-Music
– A deep content based model 

• Deep-CTR
– A deep content based model

• Google-Rec
– Classification-based DNN model



Deep learning for sequence modeling

• Deep learning for sequence modeling

– Token2vec

• POI recommendation 

• Product recommendation

– Recurrent Neural Networks

• POI recommendation 



Word2Vec

• Input: a sequence of words from a vocabulary 
V

• Output: a fixed-length vector for each term in 
the vocabulary

– vw

It implements the idea of distributional semantics using a shallow neural network model. 



Token2Vec

• Input: a sequence of symbol tokens from a 
vocabulary V

• Output: a fixed-length vector for each symbol 
in the vocabulary

– vw

You can imagine that all the sequences in which surrounding contexts are sensitive can 
potentially be modeled with word2vec.



Check-in data

What information these check-in 
data contain?

User ID
Location ID
Check-in time
Category label/name
GPS information 



Check-in data

What information these check-in 

data contain?

User ID
Location ID
Check-in time
Category label/name
GPS information 

An example

UID25821
Burger King@BH Point
2015-01-13/1:30pm
Restaurant



A Sequential Way to Model the Data

• Given a user u, a trajectory is a sequence of 
check-in records related to u

User ID Location ID Check-in Timestamp

u1 l181 2016-08-26 9:26am

u1 l32 2016-08-26 10:26am

u1 l323 2016-08-26 11:26am

u1 l32323 2016-08-26 1:26pm

u2 l345 2016-08-26 9:16am

u2 l13 2016-08-26 10:36am



A Sequential Way to Model the Data

• Given a user u, a trajectory is a sequence of 
check-in records related to u

User ID Location ID Check-in Timestamp

u1 l181 2016-08-26 9:26am

u1 l32 2016-08-26 10:26am

u1 l323 2016-08-26 11:26am

u1 l32323 2016-08-26 1:26pm

u2 l345 2016-08-26 9:16am

u2 l13 2016-08-26 10:36am

u1:     l181l32 l323 l32323
u2:     l345l13 



Deep learning for sequence modeling

• Deep learning for sequence modeling

– Token2vec

• POI recommendation (Zhao et al., TKDE 2016)

• Product recommendation

– Recurrent Neural Networks

• POI recommendation 



Task

• Input: Check-in sequences

• Output: Embedding representations for users, 
locations and other related information



Motivations

• Trajectories are complicated

– Much contextual information needs to be 
considered

• Can we borrow the ideas in the work of word 
embedding?

– A relatively cheap way to combine contexts

– A simple, efficient yet effective approach 



Recalling CBOW

• CBOW predicts the current word using 
surrounding contexts

– Pr(𝑤𝑡|context(𝑤𝑡))

• Window size 2c

• context(𝑤𝑡) = [𝑤𝑡−𝑐, …, 𝑤𝑡+𝑐]



Generation of a Single Location in a Trajectory 

• User interests: 

• Trajectory intents:

• Surrounding locations

• Temporal contexts:



Model

• A CBOW based framework

– Coding the contextual information by using a 
feature vector

• It is like the feature coding format in LibSVM



Model

• A softmax classifier

• Derive a context embedding vector 

– Each contextual feature corresponds to a unique 
embedding vector 

– Using simple weighted aggregation



The general model

• Log-likelihood function

– General contextual embedding vector



Illustrative example

Seaside

Office



Application I: Location 
recommendation

• General recommendation

• Time-aware recommendation



Application II: Social Link Prediction

• Given the trajectory data from users u and v, 
link prediction aims to predict whether there 
is a (reciprocal) link between u and v

– A binary-classification approach 

• A pair of users

– Represent a user using the embedding vector 

• Hadamard product between two user embedding 
vectors



Experiments

• Datasets



Location Recommendation

• General location recommendation



Location Recommendation

• Time-aware location recommendation



Social link prediction



Qualitative examples



Observations in text data

• King – man = Queen – woman 

• What about trajectory data?



Qualitative examples



Deep learning for sequence modeling

• Deep learning for sequence modeling

– Token2vec

• POI recommendation 

• Product recommendation 
(Zhao et al., TKDE 2016, Wang et al., SIGIR 2015)

– Recurrent Neural Networks

• POI recommendation 



Token2vec for Product Recommendation

• Doc2vec

– Doc  user

– Word  product



Token2vec for Product Recommendation

• Preliminary results on JingDong dataset

– All the three simple embedding methods are 
comparative with the strong baseline BPR



Token2vec for Product Recommendation



Neural Sequence Models

• Word2vec is a pseudo sequence model

• Only surrounding contexts are considered 
while the order of context words are ignored

• Recurrent neural network models can be used 
as an enhanced solution



Deep learning for sequence modeling

• Deep learning for sequence modeling

– Token2vec

• POI recommendation 

• Product recommendation

– Recurrent Neural Networks

• POI recommendation (Yang et al., arXiv 2016)



RNN for trajectory sequences

• In a short window



RNN for trajectory sequences

• In a long range, RNN tends to be less effective 
due to the problem of “vanishing gradient”

– Long Short-Term Memory units (LSTM)

– Gated Recurrent Unit (GRU)  



RNN for trajectory sequences

• Combine short- and long-term dependence 
together 



RNN for trajectory sequences

• Incorporate user interests and networks 



Conclusions

• Data models are the core to different task in 
multiple fields. Try to transfer techniques 
around fields.

• Sequence models are very useful to 
characterize users’ behaviors 

• Shallow neural networks have good practical 
performance and quick running speed.

Thanks!
batmanfly@qq.com
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